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Abstract 
This reflection examines artificial intelligence's impact on higher education, particularly 
the evolving relationship between faculty and students that has defined universities 
since mediaeval times. This paper analyses how AI tutoring systems or generative AI 
challenge traditional academic structures. Whilst optimists herald AI's potential for 
democratising knowledge, personalising learning, and enhancing research capabilities, 
significant concerns emerge regarding skills atrophy, widening global educational 
inequalities, and ethical dilemmas surrounding academic integrity. The reflection 
critiques AI's energy consumption, copyright infringement, and potential job 
displacement in academia. Despite predictions of universities' obsolescence, this paper 
argues that institutions must critically embrace AI whilst preserving the essential human 
bonds between educators and learners. The emergence of what might be termed the 
'Universit-AI' requires careful navigation between technological advancement and 
maintaining universities' core mission of developing critical thinking and serving the 
common good. Universities must maintain their agency through adaptation rather than 
resistance to ensure their continued relevance. 
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Introduction  
 

In his book The Light Ages (2020), Falk explained that universitas refers to the 
unions between students and teachers more than to any building or formal course of 
study. The term was used to describe communities of teachers and students who shared 
a similar purpose: learning. It was around these associations that the first universities in 
Europe were established. Rashdall (1895) noted: 

 

https://www.jghe.org/


Maldonaldo-Maldonaldo, 2025 

Journal of Global Higher Education, 1(1) 
203 

The word ‘university’ means merely a number, a plurality, an aggregate of persons. 
Universitas vestra, in a letter addressed to a body of persons, means merely ‘the 
whole of you’; in a more technical sense it denotes […] practically the equivalent 
of collegium. […] It is particularly important to notice that the term was generally 
in the Middle Ages used distinctly of the scholastic body whether of teachers or 
scholars, not of the place in which such a body was established, or even of its 
collective schools. The word used to denote the academic institutions in the 
abstract – the schools or the town which held them – was studium rather than 
universitas. (p. 7) 
 
This reflection discusses the challenges that AI presents in higher education1,  

focusing first on the changes in interactions between faculty and students (as the core of 
the university establishment) and then on how the organisation of work in higher 
education institutions would be modified. Two other critical considerations concern the 
general purpose of developing AI versus the overall drive of higher education, which is to 
educate society and future citizens and enhance the common good and development of 
nations. However, it is less clear, given how recent it is, whether AI has a higher purpose 
for society. Most companies that develop AI are private; this may limit its interests and 
communal goals. The other concern is that dependency on AI would impact the way ideas 
and critical thinking are learned by students. If critical thinking is not taught in school, 
how will it be learned by students?  

Recent surveys (Quacquarelli Symonds, 2023) indicate that about half of higher 
education students use AI weekly or daily. They feel it is convenient and helps with tasks 
students do not want to do or do not understand. In some cases, brainstorming is the 
most important use. Other surveys show that 30% of faculty use AI (Tyton Partners, 
2023), but 37% prohibit students from using it (Quacquerelli Symonds, 2023). Another 
questionnaire to about 600 institutions reported that only 39% have policies about the 
use of AI (Robert & McCormack, 2025). 

AI refers to computing systems that can engage in human-like processes such as 
learning, adapting, synthesising, self-correction, and data use for complex processing 
tasks (Popenici & Kerr, 2017). This definition may be outdated, depending on whether 
generative artificial intelligence (GenAI) is assumed to have arrived. GenAI is ‘a form of AI 
that can autonomously generate new content, such as text, images, audio, and video’ (Lv, 
2023). Authors such as Kronblad et al. (2024) and Usher (2025) take a more sceptical 
approach to GenAI, especially when applied to fields such as business or journalism. 
Other authors, such as Bentley (2025), suggest that GenAI is a ‘new revolutionary 
technology’, while Miikklainen (2024) says GenAI is inaugurating a new era. 

AI is an industry. The estimations as a market go from US $294 billion in 2025 
(Fortune Business Insights, 2025) to US $758 billion (Grand View Research, 2024), the 
discrepancies depend on if the value of hardware, software and services is included or 

 
1 ‘Higher education’ and ‘universities’ do not mean the same thing. Universities are a type of higher education 

institution, while ‘higher education’ includes different types of institutions such as polytechnical, technical, 

vocational training, two-year and four-year and even research centres if they include undergraduate programmes. 

Higher education institutions can be public or private, for profit or not. 
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not. Moreover, there is a problem with access to this technology given socio-economic 
dissimilarities within and between countries. Gaps between higher education institutions 
in developed and developing countries might increase with the use of AI. 

 
The Future is Here  

 
Since the twelfth century, much has happened with European-model universities, 

starting with the birth of the nation-state and then all the major social transformations 
that have occurred over the centuries – advances in agriculture, transportation, 
architecture, social organisation, science, art and technology. Universities today are 
places of knowledge construction, culture dissemination, teaching, research and 
socialisation. While they have changed over time, they continue to perform the same 
three main activities since their creation in the Middle Ages: teaching, producing 
knowledge and certifying the knowledge they impart. Over time, the development of 
autonomous or non-university accreditors has introduced new actors, but universities 
continue to accredit most of the student learning they oversee (Olds & Lubienski, 2010). 

As a user of major large language models (LLMs), I have witnessed their fast 
progression, potential and limitations. The option ‘deep search’  and the reports it 
produces have replaced the work I delegate to a research assistant. As an exercise for this 
reflection, I asked some of the major LLMs – Claude, ChatGPT, DeepSeek, Notion, 
Perplexity and Gemini2 – about their predictions for higher education in 25 years. I 
considered including some of their responses, but since LLMs develop so fast, I prefer 
only mentioning the key idea behind their broad responses: the future will be dominated 
by individualised teaching and personalised learning, with a strong emphasis on AI 
mentors. 

The answers are not far from reality. Currently, AI tutoring models are becoming 
more prevalent at educational institutions. Examples are Khan Academy with Khanmigo 
(https://www.khanmigo.ai), the Chinese platform Squirrel AI (http://squirrelai.com/#/), 
MATHia by Carnegie Learning 
(https://www.carnegielearning.com/solutions/math/mathia/), and Duolingo Max for 
learning languages. In higher education, some examples are ALEKS (Assessment and 
Learning in Knowledge Spaces, https://www.aleks.com/?_s=8750619280018660), 
developed by the University of California, Irvine, and acquired by McGraw Hill; Knewton 
(https://www.wiley.com/en-us/education/alta) and Jill Watson (a teaching assistant 
created at the Georgia Institute of Technology). Other developments worth mentioning 
are the University of Michigan’s ECoach (personalised feedback for STEM students, 
https://ecoach.ai.umich.edu/AboutUs/), Georgia State’s Pounce (a chatbot for academic 
support and retention) and the University of Memphis’ AutoTutor 
(https://www.memphis.edu/iis/projects/autotutor.php). 

AI tutors are always available. This is another shift with respect to faculty. While 
open and online courses already offer this possibility, the feature of constant, 

 
2 The versions were ChatGPTo1, Claude 3.5 Sonnet, DeepSeek (DeepThink R1), Notion AI, Perplexity Standard 

and Gemini 2.0 Flash. The date I worked with the models was February 2, 2025.  

https://www.khanmigo.ai/
http://squirrelai.com/#/
https://www.carnegielearning.com/solutions/math/mathia/
https://www.aleks.com/?_s=8750619280018660
https://www.wiley.com/en-us/education/alta
https://ecoach.ai.umich.edu/AboutUs/
https://www.memphis.edu/iis/projects/autotutor.php
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personalised attention and adapting to students’ individual paces creates a new scenario. 
The COVID-19 pandemic boosted asynchronous learning, which involves self-paced 
classes with access to immediate attention. 

In a generation accustomed to fast-paced stimuli and engaging visuals and sounds, 
keeping people’s attention is a great challenge in education. Although there is no 
definitive consensus on whether digital technology is ‘good or bad’ for attention, there is 
concern about how it will impact education at all levels, including higher education 
(Beland & Murphy, 2016; Cardoso-Leite et al., 2021; Deng et al., in press; Glass & Kang, 
2019; Vedechkina & Borgonovi, 2021). 

 
 

Resistance to Change 
 
At every technological turning point, especially the advent of television, the 

internet and massive open online courses (MOOCs), universities’ future survival has been 
questioned. These innovations relate not only to learning and teaching processes but also 
to other changes, such as universities being surpassed by industries in knowledge 
creation and the development of patents or innovations. 

Peter Drucker famously said: ‘Thirty years from now, the big university campuses 
will be relics. Universities won’t survive’ (Forbes, 1997). Following his thinking, 
universities would die in 2027. Similarly, Clayton M. Christensen (2013) predicted, ‘In 
fifteen years from now, half of US universities may be in bankruptcy’ (quoted in Watters, 
2016). This would be in 2028. Sebastian Thrun (2012), a pioneer of MOOCs with his 
company Udacity3, expressed, ‘In fifty years, there will be only ten institutions in the 
world delivering higher education. Udacity has a shot at being one of them’ (quoted in 
Watters, 2016). 

Beyond predicting their end, it is important to discuss whether the community 
between students and professors would survive the changes produced by AI or whether 
a new kind of institution would be developed given the rapid AI advancement. It goes 
beyond students using LLMs for assignments or faculty using them to complete tasks like 
translating, editing, clarifying or suggesting ideas. Teaching the best way to use prompts 
to receive better answers from AI will be insufficient. Higher education institutions must 
critically embrace technology and offer abilities and skills for a world with AI. 

Modern universities demonstrate their value to society by educating the citizens 
and workers that society needs. In many ways, their usefulness depends on the value of 
their graduates. AI needs to prove its usefulness the same way. However, the signals 
shown by AI are mixed: AI is constraining the labour market and replacing jobs without 
offering a way to compensate (Roose, 2025). It is promising a better future in terms of 
scientific development or machines helping us with time-wasting activities such as 
driving (with self-driven cars). 

 
 

 
3 An American for-profit educational organisation. 
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Optimistic View of AI 
 
In the current debate on AI, there are two principal tendencies: the optimistic and 

the pessimistic. I will address both. Some possible positive aspects of incorporating AI 
into higher education include knowledge democratisation, decentralised education, 
lifelong learning, flexible curriculum, more sophisticated virtual collaboration, increasing 
internationalisation, research facilitation, more multimodal and multidimensional learning 
methods, micro-credentials, more sustainable education, improved soft and hard skills 
and the democratisation of mental health services (Marshall et al., 2024; The Chronicle of 
Higher Education, 2024). Another optimistic advantage I see is that academics will have 
more time to work on important activities, such as dedicating more time to work with 
students, because AI will manage less relevant and more tedious tasks. However, the 
paradox of the relationships between faculty and students is that the latter prefer 
working with AI personal assistants/tutors because they are flexible with time and can be 
personalised. Finally, AI can facilitate the acquisition of micro-credentials and teach the 
skills required to obtain them. This includes the likely creation of innovative programmes 
in disciplines that are currently difficult to imagine and the blending of traditional 
disciplines with AI training. 

Another possibility is that AI makes higher education services cheaper. The price 
of higher education might decline if online and open alternatives colonise tertiary-level 
courses and services, but it is less clear whether increased AI use will help make 
universities more sustainable (Madabathula et al., 2025). According to some authors, AI 
incorporation will widen the gap between rich and poor countries (Capraro et al., 2024).  

It has been said that AI will help solve not only scientific problems but also the 
most important problems affecting humans, such as climate change (Chen et al., 2023), 
poor healthcare (Bajwa & Munir, 2021; Burdick et al., 2020), low agriculture yields 
(Logeshwaran et al., 2024), poverty (Jean et al., 2016) and earthquake detection (Saad, 
2023). 

The more power AI companies have, the more governments or international 
organisations will attempt to regulate AI (Shein, 2024). This could counterbalance its 
power effectively. This has been the case in Europe (European Parliament, 2024), Africa 
(African Union, 2024), Asia (Association of Southeast Asian Nations, 2024) and Latin 
America (Cumbre Ministerial, 2023). There are interesting governmental initiatives: 
Canada (Parliament of Canada, 2023), China (Sheehan, 2023; Zhang, 2024), Korea 
(National Assembly of the Republic of Korea, 2024), the UK (Department for Science, 
Innovation & Technology, 2023), and the US, where the Trump administration has 
revoked President Biden’s executive order regarding AI (Software Improvement Group, 
2025). These regulations can affect the speed of AI development and implementation in 
higher education (and in general), but they seem necessary, considering the possible risks 
(Slattery et al., 2024) of its use in developing weapons and wars, as indicated, among 
others, by Geoffrey Hinton, the so-called ‘Godfather of AI’ (Metz, 2023; The Royal 
Swedish Academy of Sciences, 2024b). 
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Concerns That Should Receive Attention 
 
The main alarm is whether AI use might produce skills atrophy like thinking or 

creativity or relevant skills such as arguing, researching and writing (e.g. Kosmyna et al., 
2025). Given inequalities in capacities, infrastructure and resources in countries and 
universities, some will not experience major changes soon. One notable change with AI’s 
arrival is the probable substitution of people in the workforce. This could happen to staff 
or faculty in higher education. As AI continues to improve (Brennan et al., 2024), it is 
difficult to predict whether one of these tools could substitute for a higher education 
professor. There are already examples of programmes that have substituted teachers 
with AI, such as Sabrewing, which was piloted at David Game College (2025) in the UK 
and is an adaptative learning model ‘with all core subjects being taught entirely by an AI-
driven adaptive learning platform’ to prepare students for the General Certificate of 
Secondary Education (GCSE).  

There are initiatives to automatize every job (https://www.mechanize.work). 
Companies such as Artisan (https://www.artisan.co) offer to hire AI instead of humans to 
avoid the typical complications of working with people. Most of these initiatives are not 
preparing nations to deal with the new reality of losing jobs or offering alternatives for 
people to earn a living. This is not something that will happen soon, but AI is already 
impacting entrance-level jobs for young professionals in the labour market in the USA 
(Roose, 2025). 

An important dilemma concerns the ethics of using AI. More students are using 
LLMs and other tools for school assignments. This represents a challenge in teaching the 
adequate use of AI in academic activities for students and teachers (Tertiary Education 
Quality and Standards Agency, 2024). Higher education institutions will lose the AI 
detection race even after spending huge amounts of money on trying. I conducted an 
experiment with two tools (Compilatio and Ithenticate) to detect plagiarism in a paper 
written 100% with “deep search” by Open AI. Both tools (the versions that include the 
revisions for AI material) detected only 1%–2% AI use. 

There are already legal battles with some AI companies like OpenAI because they 
infringe the copyrights of authors, publishers and newspapers (Associated Press, 2024) 
to feed data into their systems. Moreover, AI has been criticised for its bias and 
reproduction of prejudices against women or minorities (Buolamwini & Gebru, 2018), as 
well as ‘unfair discrimination and misrepresentation and exposure to toxic content’ 
(Slattery et al., 2024). This can be extremely problematic for universities, both legally and 
ethically. As impressive as the “search the web” or “research” functions are in most LLMs, 
they maintain a major limitation: they cannot access to articles that are property of major 
editorial corporations; this limits deeply its scope. 

Furthermore, AI hallucinations (inventing information and sources) can be 
problematic, not only in LLMs but also in other areas such as healthcare (Bhadra et al., 
2021) or driver assistance systems (Nassi et al., 2020). Universities must be aware of AI’s 
limitations and teach students to distinguish between facts and hallucinations. They must 
also develop protocols and rules for AI use. Some have already started (i.e., University of 
Toronto, 2025; Yale University, 2025). 

https://www.mechanize.work/
https://www.artisan.co/
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The amount of energy required to use AI is an additional downside. A report by 
the International Energy Agency suggests that ‘electricity usage by data centres will 
increase significantly in the near future thanks to the demands of AI and crypto currency’. 
The energy spent in 2022 in those areas was equivalent to the energy demanded by 
countries such as Sweden and Germany combined (Vincent, 2024). Microsoft already 
plans to reopen a nuclear power plant in Pennsylvania to power its technology, which 
includes its AI programs (Mandler, 2024). There are also calls for governments to regulate 
the energy use by these technologies, such as the statement signed by 100 organisations 
to demand that AI systems ‘be made compatible with our planetary boundaries’ (Green 
Screen Coalition, 2025). 
 
 

Final Remarks: The Universit-AI?  
 

Scholars reflecting on higher education have coined different terms to define the 
higher education institutions that are emerging with social and institutional changes. 
Ben-David (1992) described the German research university as a ‘revolution’ in 
knowledge production. Kerr (1995) described it as ‘multiversity’, an institution that 
responds to many demands, unlike the mediaeval European university. Clark (1998) 
named it ‘entrepreneurial university’ to describe how institutions restructured their 
internal governance, diversified funding and nurtured innovative academic units to thrive 
in a market-like environment. If AI modifies the relationship between faculty and 
students, it will represent a change like the ones described by these authors.  

Finding new names for these ‘interactive learning spaces’ will be among the least 
of universities’ problems. What is critical is whether this transition will change the core of 
these institutions or whether they are prepared for the future independently of the 
names are used to define universities.   

AI is transforming many aspects of society, including higher education. Ideally, 
universities will critically embrace this technology; discussed and not only adopted 
automatically. Nevertheless, there are concerns about the homogenisation of education 
or the fixation with a singular paradigm of learning or teaching. Perhaps the key is to 
understand that instead of fighting what AI represents, it is best that humans work with 
AI (Shao et al., 2025) to face these challenges.  

The world is witnessing a period of significant change. However, while technology 
is progressing in one direction, political and ideological movements may alter its course. 
The LLMs I consulted predicted that in 25 years, there would be greater global 
integration in higher education thanks to AI through the creation of truly global 
classrooms without boundaries. This seems realistic, but many factors could hinder the 
better integration of countries and cultures. Supremacist ideologies are on the rise in 
different parts of the world, and these ideologies could be a constraint on AI 
advancement and its impact on higher education.  

It is hard to refuse that this technology will profoundly change higher education; 
institutions must be prepared to face this new reality. More importantly, faculty and 
students, who are the reason these institutions exist, need to understand the AI 
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potential, risks and contributions. Universities must maintain the human bond between 
faculty and students, despite the changes AI brings. It is important to observe whether 
universities will preserve their agency by adapting and using AI or whether this agency 
will be diminished.  
 
 

References  

African Union. (2024, July 18). Continental artificial intelligence strategy. African Union 
Commission. https://au.int/en/documents/20240809/continental-artificial-
intelligence-strategy  

Associated Press. (2024, April 30). Eight US newspapers sue OpenAI and Microsoft for 
copyright infringement. The Guardian. 
https://www.theguardian.com/technology/2024/apr/30/us-newspaper-openai-
lawsuit 

Association of Southeast Asian Nations. (2024). ASEAN guide on AI governance and ethics. 
ASEAN Secretariat. https://asean.org/book/asean-guide-on-ai-governance-and-
ethics/ 

Bajwa, J., & Munir, U. (2021). Artificial intelligence in healthcare: Transforming the 
practice of medicine. Future Healthcare Journal, 8(2), e188–e194. 
pmc.ncbi.nlm.nih.govncbi.nlm.nih.gov 

Beland, L.-P., & Murphy, R. (2016). Ill communication: Technology, distraction & student 
performance. Labour Economics, 41, 61–76. 
https://doi.org/10.1016/j.labeco.2016.05.002  

Ben-David, J. (1992). Centers of Learning. Britain, France, Germany, United States. 
Transaction Publishers. 

Bentley, S. V. (2025). Knowing you know nothing in the age of generative AI. Humanities 
and Social Sciences Communications, 12(409). https://doi.org/10.1057/s41599-
025-04731-0 

Bhadra, S., Kelkar, V. A., Brooks, F. J., & Anastasio, M. A. (2021). On hallucinations in 
tomographic image reconstruction. IEEE Transactions on Medical Imaging, 40(12), 
3249–3260. 

Buolamwini, J., & Gebru, T. (2018). Gender shades: Intersectional accuracy disparities in 
commercial gender classification. Proceedings of Machine Learning Research, 81, 1–
15. http://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf 

Burdick, H., Pino, E., Gabel-Comeau, D., McCoy, A., Gu, C., Roberts, J., Le, S., Slote, J., 
Pellegrini, E., Green-Saxena, A., Hoffman, J.Das, R. (2020). Effect of a sepsis 
prediction algorithm on patient mortality, length of stay and readmission: A 
prospective multicentre clinical outcomes evaluation. BMJ Health & Care 
Informatics, 27(1), e100109. https://pmc.ncbi.nlm.nih.gov/articles/PMC7245419/ 

Brennan, K., Haduong, P., Kolluru, A., Yao, S., & Wolf, J. (2024). Generative AI in Student-
Directed Projects: Advice and Inspiration. Harvard Graduate School of Education. 
(December 2024 report) https://creativecomputing.gse.harvard.edu/genai/ 

https://au.int/en/documents/20240809/continental-artificial-intelligence-strategy
https://au.int/en/documents/20240809/continental-artificial-intelligence-strategy
https://www.theguardian.com/technology/2024/apr/30/us-newspaper-openai-lawsuit
https://www.theguardian.com/technology/2024/apr/30/us-newspaper-openai-lawsuit
https://asean.org/book/asean-guide-on-ai-governance-and-ethics/
https://asean.org/book/asean-guide-on-ai-governance-and-ethics/
https://pmc.ncbi.nlm.nih.gov/articles/PMC8285156/#:~:text=use,deep%20learning%20algorithm%20diagnosed%20heart
https://www.ncbi.nlm.nih.gov/books/NBK596676/#:~:text=of%20stay%2C%20and%2030,sepsis%20has%20the%20potential%20to
https://doi.org/10.1016/j.labeco.2016.05.002
https://doi.org/10.1057/s41599-025-04731-0
https://doi.org/10.1057/s41599-025-04731-0
http://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf
https://pmc.ncbi.nlm.nih.gov/articles/PMC7245419/
https://creativecomputing.gse.harvard.edu/genai/


Maldonaldo-Maldonaldo, 2025 

Journal of Global Higher Education, 1(1) 
210 

Capraro, V., Lentsch, A., Acemoglu, D., Akgün, S., Akhmedova, A., Bilancini, E., Bonnefon, 
J.-F., Brañas-Garza, P., Butera, L., Douglas, K. & Viale, R. (2024). The impact of 
generative artificial intelligence on socioeconomic inequalities and policy 
making. PNAS Nexus, 3(6). 191. 
https://academic.oup.com/pnasnexus/article/3/6/pgae191/7689236 

Cardoso-Leite, P., Buchard, A., Tissieres, I., Mussack, D., & Bavelier, D. (2021). Media use, 
attention, mental health and academic performance among 8 to 12 year old 
children. PLoS ONE, 16(11), 
e0259163. https://doi.org/10.1371/journal.pone.0259163  

Chen, L., Chen, Z., Zhang, Y., Liu, Y., Osman, A., Farghali, M., Hua J., Al-Fatesh, A., Ihadra, 
I., Rooney, D., Seng Yap, P. (2023). Artificial intelligence-based solutions for climate 
change: A review. Environmental Chemistry Letters, 21, 2525–
2557. https://link.springer.com/article/10.1007/s10311-023-01617-
y#:~:text=deforestation%2C%20and%20resilient%20cities,dioxide%20emissions
%20by%20approximately%2060 

Clark, B. (1998). Creating Entreprenurial Universities: Organizational Pathways of 
Transformation. Emerald Publishing Limiting.  

Cumbre Ministerial y de Altas Autoridades de América Latina y el Caribe (2023, October). 
Declaración de Santiago. Santiago de Chile. 
https://minciencia.gob.cl/uploads/filer_public/40/2a/402a35a0-1222-4dab-b090-
5c81bbf34237/declaracion_de_santiago.pdf 

David Game College (2025). The sabrewing programme. 
https://www.davidgamecollege.com/courses/courses-overview/item/102/gcse-ai-
adaptive-learning-programme 

Deng, Z., Cheng, A., Ferreira, P., & Pavlou, P. A. (in press). From smart phones to smart 
students: Learning versus distraction with smartphones in the 
classroom. Information Systems Research. (Accepted for publication; Preprint 
available on SSRN: https://doi.org/10.2139/ssrn.4116657) 

Department for Science, Innovation & Technology. (2023, March). A pro-innovation 
approach to AI regulation. 
https://assets.publishing.service.gov.uk/media/64cb71a547915a00142a91c4/a-
pro-innovation-approach-to-ai-regulation-amended-web-ready.pdf 

Duolingo Team. (2023, March 14). Introducing duolingo max, a learning experience powered 
by gpt-4. Duolingo. https://blog.duolingo.com/duolingo-max/ 

European Parliament. (2024, June 18). EU AI Act: first regulation on artificial intelligence. 
European Parliament. 
https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-
act-first-regulation-on-artificial-intelligence 

Falk, S. (2020). The light ages. W. W. Norton & Company.  
Forbes. (1997, March 10). Seeing things as they really are. Forbes. 

https://www.forbes.com/forbes/1997/0310/5905122a.html 
Fortune Business Insights (2025). Artificial Intelligence Market Size and Future Outlook. 

Report ID: FBI100114. https://www.fortunebusinessinsights.com/industry-
reports/artificial-intelligence-market-100114 

https://academic.oup.com/pnasnexus/article/3/6/pgae191/7689236
https://doi.org/10.1371/journal.pone.0259163
https://link.springer.com/article/10.1007/s10311-023-01617-y#:~:text=deforestation%2C%20and%20resilient%20cities,dioxide%20emissions%20by%20approximately%2060
https://link.springer.com/article/10.1007/s10311-023-01617-y#:~:text=deforestation%2C%20and%20resilient%20cities,dioxide%20emissions%20by%20approximately%2060
https://link.springer.com/article/10.1007/s10311-023-01617-y#:~:text=deforestation%2C%20and%20resilient%20cities,dioxide%20emissions%20by%20approximately%2060
https://minciencia.gob.cl/uploads/filer_public/40/2a/402a35a0-1222-4dab-b090-5c81bbf34237/declaracion_de_santiago.pdf
https://minciencia.gob.cl/uploads/filer_public/40/2a/402a35a0-1222-4dab-b090-5c81bbf34237/declaracion_de_santiago.pdf
https://www.davidgamecollege.com/courses/courses-overview/item/102/gcse-ai-adaptive-learning-programme
https://www.davidgamecollege.com/courses/courses-overview/item/102/gcse-ai-adaptive-learning-programme
https://doi.org/10.2139/ssrn.4116657
https://assets.publishing.service.gov.uk/media/64cb71a547915a00142a91c4/a-pro-innovation-approach-to-ai-regulation-amended-web-ready.pdf
https://assets.publishing.service.gov.uk/media/64cb71a547915a00142a91c4/a-pro-innovation-approach-to-ai-regulation-amended-web-ready.pdf
https://blog.duolingo.com/duolingo-max/
https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence
https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence
https://www.forbes.com/forbes/1997/0310/5905122a.html
https://www.fortunebusinessinsights.com/industry-reports/artificial-intelligence-market-100114
https://www.fortunebusinessinsights.com/industry-reports/artificial-intelligence-market-100114


Maldonaldo-Maldonaldo, 2025 

Journal of Global Higher Education, 1(1) 
211 

Georgia State University. (2022). Classroom chatbot improves student performance, study 
says. https://news.gsu.edu/2022/03/21/classroom-chatbot-improves-student-
performance-study-says/ 

Georgia Tech. GVU Center. (2025). Virtual teaching assistant: Jill Watson. 
https://gvu.gatech.edu/research/projects/virtual-teaching-assistant-jill-watson 

Glass, A. L., & Kang, M. (2019). Dividing attention in the classroom reduces exam 
performance. Educational Psychology, 39(3), 395–408. 
https://doi.org/10.1080/01443410.2018.1489046  

Grand View Research. (2024). Artificial intelligence market size, share & trends analysis 
report. https://www.grandviewresearch.com/industry-analysis/artificial-
intelligence-ai-market 

Green Screen Coalition. (2025, February 5). Whitin bounds: Limiting AI’s environmental 
impact. Joint statement. https://greenscreen.network/en/blog/within-bounds-
limiting-ai-environmental-impact/ 

Kerr, C. (1995). The Use of the University. Fourth edition. With 1994. Commentaries on Past 
Developments and Future Prospects. Harvard University Press.  

Kosmyna, N.; Hauptmann, E.; Situ, J.; Liao, X.-H.; Beresnitzky, A.V.; Braunstein, I.; Maes, 
P. (2025).  Your Brain on ChatGPT: Accumulation of Cognitive Debt when Using an AI 
Assistant for Essay Writing Task. MIT Media Lab. https://arxiv.org/pdf/2506.08872 

Kronblad, C., Jonsson, A., & Pemer, F. (2024). Generative AI beyond the hype—New 
technologies in the face of organizing and organizations. The Journal of Applied 
Behavioral Science, 60(4), 623–
630. https://doi.org/10.1177/00218863241285454 

Logeshwaran, J., Srivastava, D., Kumar, K. S., Rex, J., Al-Rasheed, A., Getahun, M., 
Soufine, B. (2024). Improving crop production using an agro-deep learning 
framework in precision agriculture. BMC Bioinformatics, 25(341). 
https://bmcbioinformatics.biomedcentral.com/articles/10.1186/s12859-024-
05970-
9#:~:text=The%20study%20found%20that%20the,yield%20and%20reduced%20
agricultural%20losses 

Lv, Z. (2023). Generative artificial intelligence in the metaverse era. Cognitive Robotics, 3, 
208–217. https://doi.org/10.1016/j.cogr.2023.06.001 

Madabathula, C. T., Agrawal, K., Mehta, V., Kasarabada, S., Kommamuri, S. S., Liu, G., & 
Gao, J. (2025). Smart green energy management for campus: An integrated 
machine learning and reinforcement learning model. Smart Cities, 8(1), 30. 
https://doi.org/10.3390/smartcities8010030 

Mandler, C. (2024, September 20). Three Mile Island nuclear plant will reopen to power 
Microsoft data centers. NPR. https://www.npr.org/2024/09/20/nx-s1-
5120581/three-mile-island-nuclear-power-plant-microsoft-ai 

Manning, J. A. (2024, September 5). Professor tailored AI tutor to physics course. 
Engagement doubled. Preliminary findings inspire other large Harvard classes to test 
approach this fall. The Harvard Gazette. 
https://news.harvard.edu/gazette/story/2024/09/professor-tailored-ai-tutor-to-
physics-course-engagement-

https://news.gsu.edu/2022/03/21/classroom-chatbot-improves-student-performance-study-says/
https://news.gsu.edu/2022/03/21/classroom-chatbot-improves-student-performance-study-says/
https://gvu.gatech.edu/research/projects/virtual-teaching-assistant-jill-watson
https://doi.org/10.1080/01443410.2018.1489046
https://www.grandviewresearch.com/industry-analysis/artificial-intelligence-ai-market
https://www.grandviewresearch.com/industry-analysis/artificial-intelligence-ai-market
https://greenscreen.network/en/blog/within-bounds-limiting-ai-environmental-impact/
https://greenscreen.network/en/blog/within-bounds-limiting-ai-environmental-impact/
https://arxiv.org/pdf/2506.08872
https://doi.org/10.1177/00218863241285454
https://bmcbioinformatics.biomedcentral.com/articles/10.1186/s12859-024-05970-9#:~:text=The%20study%20found%20that%20the,yield%20and%20reduced%20agricultural%20losses
https://bmcbioinformatics.biomedcentral.com/articles/10.1186/s12859-024-05970-9#:~:text=The%20study%20found%20that%20the,yield%20and%20reduced%20agricultural%20losses
https://bmcbioinformatics.biomedcentral.com/articles/10.1186/s12859-024-05970-9#:~:text=The%20study%20found%20that%20the,yield%20and%20reduced%20agricultural%20losses
https://bmcbioinformatics.biomedcentral.com/articles/10.1186/s12859-024-05970-9#:~:text=The%20study%20found%20that%20the,yield%20and%20reduced%20agricultural%20losses
https://doi.org/10.1016/j.cogr.2023.06.001
https://doi.org/10.3390/smartcities8010030
https://www.npr.org/2024/09/20/nx-s1-5120581/three-mile-island-nuclear-power-plant-microsoft-ai
https://www.npr.org/2024/09/20/nx-s1-5120581/three-mile-island-nuclear-power-plant-microsoft-ai
https://news.harvard.edu/gazette/story/2024/09/professor-tailored-ai-tutor-to-physics-course-engagement-doubled/#:~:text=That’s%20the%20unexpected%20takeaway%20from,to%20be%20surprisingly%20more%20effective
https://news.harvard.edu/gazette/story/2024/09/professor-tailored-ai-tutor-to-physics-course-engagement-doubled/#:~:text=That’s%20the%20unexpected%20takeaway%20from,to%20be%20surprisingly%20more%20effective


Maldonaldo-Maldonaldo, 2025 

Journal of Global Higher Education, 1(1) 
212 

doubled/#:~:text=That’s%20the%20unexpected%20takeaway%20from,to%20be
%20surprisingly%20more%20effective  

Marshall, S., Blaj-Ward, L., Dreamson, N., Nyanjom, J., & Tani Bertuol, M. (2024). The 
reshaping of higher education: Technological impacts, pedagogical change, and 
future projections. Higher Education Research & Development, 43(3), 521–541. 

Metz, C. (2023, May 4). ‘The Godfather of A.I.’ leaves Google and warns of danger ahead. 
The New York Times. May 4. 
https://www.nytimes.com/2023/05/01/technology/ai-google-chatbot-engineer-
quits-hinton.html 

Miikkulainen, R. (2024). Generative AI: An AI paradigm shift in the making? AI Magazine, 
45(1), 165–167. https://doi.org/10.1002/aaai.12155 

Nassi, B., Mirsky, Y., Nassi, D., Ben-Netanel, R., Drokin, O., & Elovici, Y. (2020). Phantom 
of the ADAS: Securing advanced driver-assistance systems from split-second 
phantom attacks. Proceedings of the 2020 ACM SIGSAC Conference on Computer 
and Communications Security (CCS ’20), 293–308. 

National Assembly of the Republic of Korea. (2024). Basic act on the development of 
artificial intelligence and the establishment of trust (“AI Basic Act,” Law No. 
19975). https://artificialintelligenceact.com/south-korean-ai-basic-law/ 

Olds, K., & Lubienski, S. T. (2010). Education and accreditation: The evolution of assessment 
in global contexts. Routledge. 

Parliament of Canada. (2023). Bill C-27: Digital Charter Implementation Act, 
2022 (including the Artificial Intelligence and Data 
Act). https://www.parl.ca/LegisInfo/en/bill/44-1/c-27  

Popenici, S. A. D., & Kerr, S. (2017). Exploring the impact of artificial intelligence on 
teaching and learning in higher education. Research and Practice in Technology 
Enhanced Learning, 12(22), 1–13. https://doi.org/10.1186/s41039-017-0062-8 

Quacquarelli Symonds. (2023). Universities, students and the generative AI imperative (QS 
Generative AI Academic & Student Pulse Survey). https://www.qs.com/reports-
whitepapers/universities-students-and-the-generative-ai-imperative/ 

Rashdall, H. (1895). The universities of Europe in the Middle Ages. Volume 1: Salerno, 
Bologna, Paris. Cambridge Library Collection.  

Robert, J., & McCormack, M. (2025, February 17). 2025 EDUCAUSE AI Landscape Study: 
Into the digital AI 
divide.EDUCAUSE. https://www.educause.edu/content/2025/2025-educause-ai-
landscape-study/introduction-and-key-findings 

Roose, K. (2025). For Some Recent Graduates, the A.I. Job Apocalypse May Already Be 
Here. The New York Times. May 30th. 
https://www.nytimes.com/2025/05/30/technology/ai-jobs-college-
graduates.html 

Saad, O. M., Chen, Y., Savvaidis, A., Fomel, S., Jiang, X., Huang, D. Oboué, Y., Yong, S., 
Zhang,X., Chen, Y. (2023). Earthquake forecasting using big data and artificial 
intelligence: A 30-week real-time case study in China. Bulletin of the Seismological 
Society of America, 113(6), 2461–
2478. https://pubs.geoscienceworld.org/ssa/bssa/article-

https://news.harvard.edu/gazette/story/2024/09/professor-tailored-ai-tutor-to-physics-course-engagement-doubled/#:~:text=That’s%20the%20unexpected%20takeaway%20from,to%20be%20surprisingly%20more%20effective
https://news.harvard.edu/gazette/story/2024/09/professor-tailored-ai-tutor-to-physics-course-engagement-doubled/#:~:text=That’s%20the%20unexpected%20takeaway%20from,to%20be%20surprisingly%20more%20effective
https://www.nytimes.com/2023/05/01/technology/ai-google-chatbot-engineer-quits-hinton.html
https://www.nytimes.com/2023/05/01/technology/ai-google-chatbot-engineer-quits-hinton.html
https://doi.org/10.1002/aaai.12155
https://artificialintelligenceact.com/south-korean-ai-basic-law/
https://www.parl.ca/LegisInfo/en/bill/44-1/c-27
https://doi.org/10.1186/s41039-017-0062-8
https://www.qs.com/reports-whitepapers/universities-students-and-the-generative-ai-imperative/
https://www.qs.com/reports-whitepapers/universities-students-and-the-generative-ai-imperative/
https://www.educause.edu/content/2025/2025-educause-ai-landscape-study/introduction-and-key-findings
https://www.educause.edu/content/2025/2025-educause-ai-landscape-study/introduction-and-key-findings
https://www.nytimes.com/2025/05/30/technology/ai-jobs-college-graduates.html
https://www.nytimes.com/2025/05/30/technology/ai-jobs-college-graduates.html
https://pubs.geoscienceworld.org/ssa/bssa/article-abstract/113/6/2461/627949/Earthquake-Forecasting-Using-Big-Data-and?redirectedFrom=fulltext


Maldonaldo-Maldonaldo, 2025 

Journal of Global Higher Education, 1(1) 
213 

abstract/113/6/2461/627949/Earthquake-Forecasting-Using-Big-Data-
and?redirectedFrom=fulltext 

Shao, Y.; Zope, Humishka,Z.; Jiang, Y.; Pei, J.; Nguyen, D.; Brynjolfsson, E.; Yang, D. 
(2025). Future of Work with AI Agents: Auditing Automatization and 
Augmentation Potential across the U.S. Workforce. 
https://arxiv.org/pdf/2506.06576v2 

Sheehan, M. (2023, July 10). China’s AI regulations and how they get made. Carnegie 
Endowment for International 
Peace. https://carnegieendowment.org/2023/07/10/china-s-ai-regulations-and-
how-they-get-made-pub-90117  

Shein, E. (2024). Governments setting limits on AI. Communications of the ACM. 
https://cacm.acm.org/news/governments-setting-limits-on-ai/ 

Slattery, P., Saeri, A. K., Grundy, E. A. C., Graham, J., Noetel, M., Uuk, R., Dao, J., Pour, S., 
Casper, S., & Thompson, N. (2024). A systematic evidence review and common frame 
of reference for the risks from artificial intelligence. MIT AI Risk Repository-Future 
Tech. The Economic and Technical Foundations of Progress in Computing-MIT. 
https://arxiv.org/pdf/2408.12622  

Software Improvement Group. (2025, January 24). AI legislation in the US: A 2025 
overview. https://www.softwareimprovementgroup.com/us-ai-legislation-
overview/ 

Tertiary Education Quality and Standards Agency (TEQSA). (2024). Gen AI strategies for 
Australian higher education: Emerging practice. TEQSA. 
https://www.teqsa.gov.au/guides-resources/resources/corporate-
publications/gen-ai-strategies-australian-higher-education-emerging-practice 

The Chronicle of Higher Education. (2024). What higher ed will look like in 10 years. 
Fundamental change is coming quickly. The Chronicle of Higher Education. 
https://www.chronicle.com/report/free/what-higher-ed-will-look-like-in-10-
years 

The Royal Swedish Academy of Sciences. (2024a, October 9). Computational protein 
design and protein structure prediction. 
https://www.nobelprize.org/uploads/2024/10/advanced-
chemistryprize2024.pdf 

The Royal Swedish Academy of Sciences. (2024b, October 8). Press release. 
https://www.nobelprize.org/prizes/physics/2024/press-release/ 

Tyton Partners. (2023). Time for Class 2023: Bridging student and faculty perspectives on 
digital learning (Research 
report). https://tytonpartners.com/app/uploads/2023/06/Time-for-Class-2023-
Report_Final.pd 

UNESCO. (2023, June 1; updated 2024, Sept 18). UNESCO survey: Less than 10 % of 
schools and universities have formal guidance on 
AI. UNESCO. https://www.unesco.org/en/articles/unesco-survey-less-10-
schools-and-universities-have-formal-guidance-ai 

University of Toronto. (2025). AI task force and guidelines. 
https://ai.utoronto.ca/guidelines/ 

https://pubs.geoscienceworld.org/ssa/bssa/article-abstract/113/6/2461/627949/Earthquake-Forecasting-Using-Big-Data-and?redirectedFrom=fulltext
https://pubs.geoscienceworld.org/ssa/bssa/article-abstract/113/6/2461/627949/Earthquake-Forecasting-Using-Big-Data-and?redirectedFrom=fulltext
https://arxiv.org/pdf/2506.06576v2
https://carnegieendowment.org/2023/07/10/china-s-ai-regulations-and-how-they-get-made-pub-90117
https://carnegieendowment.org/2023/07/10/china-s-ai-regulations-and-how-they-get-made-pub-90117
https://cacm.acm.org/news/governments-setting-limits-on-ai/
https://arxiv.org/pdf/2408.12622
https://www.softwareimprovementgroup.com/us-ai-legislation-overview/
https://www.softwareimprovementgroup.com/us-ai-legislation-overview/
https://www.teqsa.gov.au/guides-resources/resources/corporate-publications/gen-ai-strategies-australian-higher-education-emerging-practice
https://www.teqsa.gov.au/guides-resources/resources/corporate-publications/gen-ai-strategies-australian-higher-education-emerging-practice
https://www.chronicle.com/report/free/what-higher-ed-will-look-like-in-10-years
https://www.chronicle.com/report/free/what-higher-ed-will-look-like-in-10-years
https://www.nobelprize.org/uploads/2024/10/advanced-chemistryprize2024.pdf
https://www.nobelprize.org/uploads/2024/10/advanced-chemistryprize2024.pdf
https://www.nobelprize.org/prizes/physics/2024/press-release/
https://tytonpartners.com/app/uploads/2023/06/Time-for-Class-2023-Report_Final.pdf
https://tytonpartners.com/app/uploads/2023/06/Time-for-Class-2023-Report_Final.pdf
https://www.unesco.org/en/articles/unesco-survey-less-10-schools-and-universities-have-formal-guidance-ai
https://www.unesco.org/en/articles/unesco-survey-less-10-schools-and-universities-have-formal-guidance-ai
https://ai.utoronto.ca/guidelines/


Maldonaldo-Maldonaldo, 2025 

Journal of Global Higher Education, 1(1) 
214 

Usher, N. (2025). Generative AI and journalism: Hype, the always already new, and 
directions for scholarly imagination. Digital Journalism. Advance online 
publication. https://doi.org/10.1080/21670811.2025.2490604 

Vedechkina, M., & Borgonovi, F. (2021). A review of evidence on the role of digital 
technology in shaping attention and cognitive control in children. Frontiers in 
Psychology, 12, 611155. https://doi.org/10.3389/fpsyg.2021.611155  

Vincent, J. (2024, February 16). How much electricity does AI consume? The Verge. 
https://www.theverge.com/24066646/ai-electricity-energy-watts-generative-
consumption# 

Watters, A. (2016, November 2). The best way to predict the future is to issue a press 
release. http://hackeducation.com/2016/11/02/futures 

Yale University. (2025). Yale University AI guidelines for staff. 
https://yaledata.yale.edu/yale-university-ai-guidelines-staff 

Zhang, A. H. (2024). The promise and perils of China’s regulation of artificial 
intelligence. Columbia Journal of Transnational Law, 63(1), 1–56. 
https://www.jtl.columbia.edu/volume-63/the-promise-and-perils-of-chinas-
regulation-of-artificial-intelligence 

 
 

Acknowledgements  
 
The author has made no acknowledgements regarding this publication. 
 

AI Statement 
 
This article´s content did not include textual material from any Artificial Intelligence (AI) 
tool like a Large Language Model (LLM), but it used the ‘deep research’ model ChatGPTo3 
by Open AI as a research assistant, mostly to find peer review sources and process the 
information from such sources. Other LLMs were used to test some ideas on the future 
of higher education as it is indicated in the reflection. The abstract was written partially 
by Claude (Opus 4). 
 

Funding 
 

The author has not shared any financial support for the research, authorship, and/or 
publication of this article. 
 
 
Silicon and Ivory: How Will AI Reshape Universities? © 2025 by Maldonado-Maldonado 
is licensed under CC BY-NC 4.0. To view a copy of this license, visit 
https://creativecommons.org/licenses/by-nc/4.0 
 

https://doi.org/10.1080/21670811.2025.2490604
https://doi.org/10.3389/fpsyg.2021.611155
https://www.theverge.com/24066646/ai-electricity-energy-watts-generative-consumption
https://www.theverge.com/24066646/ai-electricity-energy-watts-generative-consumption
http://hackeducation.com/2016/11/02/futures
https://yaledata.yale.edu/yale-university-ai-guidelines-staff
https://www.jtl.columbia.edu/volume-63/the-promise-and-perils-of-chinas-regulation-of-artificial-intelligence
https://www.jtl.columbia.edu/volume-63/the-promise-and-perils-of-chinas-regulation-of-artificial-intelligence
https://creativecommons.org/licenses/by-nc/4.0

